Contribution of visual rhythmic information to speech perception in noise
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Abstract

Visual speech information helps listeners perceive speech in noise. The cues underpinning this visual advantage appear to be global and distributed, and previous research hasn’t succeeded in pinning down simple dimensions to explain the effect. In this study we focus on the temporal aspects of visual speech cues. In comparison to a baseline of auditory only sentences mixed with noise, we tested the effect of making available a visual speech signal that carries the rhythm of the spoken sentence, through a temporal visual mask function linked to the times of the auditory p-centers, as quantified by stressed syllable onsets. We systematically varied the relative alignment of the peaks of the maximum exposure of visual speech cues with the presumed anchors of sentence rhythm and contrasted these speech cues against an abstract visual condition, whereby the visual signal consisted of a stylised moving curve with its dynamics determined by the mask function. We found that both visual signal types provided a significant benefit to speech recognition in noise, with the speech cues providing the largest benefit. The benefit was largely independent of the amount of delay in relation to the auditory p-centers. Taken together, the results call for further inquiry into temporal dynamics of visual and auditory speech.
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1. Introduction

In noisy environments, seeing the lips of the interlocutor moving in time helps disambiguate distorted and masked speech sounds reaching the listener’s ears. But to what extent is the benefit attributable to the shape of the articulators, and to the timing of the gesture, and how much detail is necessary for visual speech cues to produce a benefit? This study aims to broadly characterise the temporal function of the visual advantage in auditory-visual speech perception in noise.

The visual advantage is long attested [1] and has been quantified as leading to an equivalent intensity increase of 11 dB [2]. However, the search to pin down a set of visual cues that could explain this effect has been met with mixed results [3]; with the general conclusion being that the advantage is a global one and the cues are interchangeable and distributed [4]. Moreover, the notion of visemes [5], the equivalent of phonemes for visual speech perception has not been not as productive as expected in explaining visual speech perception processes, [6].

One idea that has long been an object of study, is that the relative timing of visual and auditory modalities in speech perception is an important factor in the visual speech benefit. Early gating studies (e.g. [7, 8]) showed that visual speech information, such as anticipatory lip rounding, can be perceived before auditory speech information, leading to the idea that visual speech helps by predicting upcoming speech information. This hypothesis has received considerable attention and experimental support [9, 10, 11], and recent neuroimaging studies have found evidence that visual information speeds up the processing of auditory information ([12, 13, 14, 15]).

In line with this research, [16] conducted a cross-language corpus analysis to quantify the visual-auditory alignment in production, concluding in an approximately 150 ms visual-lead constant. The generality of these results were however questioned by [17] on the basis of methodological issues in measuring visual-auditory events and that the CVC material (relatively infrequent in common auditory-visual speech situations) over-represented preparatory gestures. Instead, they showed that the timing of auditory-visual events was symmetrical (from 20 ms auditory-lead to 70 ms visual-lead).

Another method for examining the effect of the relative temporal alignment of events in auditory-visual speech streams has been to experimentally manipulate the synchrony between modalities. This research has shown an asymmetric window from 50 ms audio-lead to 200 ms video-lead within which perceptual simultaneity is experienced, with a maximum reached for visual-lead asynchrony values [18]. A parsing mechanism for visual information corresponding to this temporal window has been proposed as a ‘visual syllable’ [12, 13, 14], not ruling out the fact that asynchronies at a finer time scale could also be detected [19]. Although the results of such manipulation studies are useful in gauging the sensitivity of the perceptual system to the relative timing of visual and auditory speech events, it should be pointed out that this work may be picking up on the ability of the system to adapt to unusual stimulus conditions rather than on what happens with unmanipulated material.

A recent study [20] succeeded in characterising the temporal relationship between auditory and visual modalities without having to desynchronise the auditory and visual signals by using a classification image technique [21, 22]. In a McGurk effect scenario [23], the authors identified the information-bearing visual regions that were the main determinant of listeners’ responses, i.e., the time instant of the maximum velocity of the lip aperture movement in producing /atCa/ sentences was the main determinant of the auditory-visual fusion percept), which occurred before the auditory consonant. Further, this temporal visual anchoring was independent of introduced asynchronies between auditory and visual modalities. In addition to replicating the visual-lead influence of the visual modality on auditory-visual speech perception, the results showed that what is seen is more important that when it is seen.

The study by [20] introduced several important issues in the study of the relationship between auditory and visual speech streams: 1) That it is important to consider which instants in the auditory and visual streams ‘anchor’ the relationship. 2) That it is important to vary the timing of this information. 3) That it
is important to manipulate the type of information that is presented. Here, we address the first of these issues by focussing on the temporal structure of spoken sentences by considering which aspects of the auditory signal are likely to be important in establishing temporal rhythms. In our view, the important events in the perception of rhythmicity in speech are perceptual centers, or p-centers [24, 25], defined as the time instants at which listeners would place a beat to a spoken sentence. In the context of recent models looking at cortical tracking of speech (e.g. [26, 27]), we recently proposed that p-centers, rather than amplitude envelope peaks, could be the support for cortical tracking in noise, showing that isochronous sentences anchored to p-centers were more intelligible than matched anisochronous ones [28]. It has recently been proposed that visual speech could also play a role in guiding cortical entrainment, modifying the phase of cortical oscillations to reach maximum excitability at expected important auditory events [29, 10]. In this context, then, we aimed to test whether there are key times in the unfolding of speech in noise for which seeing the status of visible articulators will be more effective in aiding speech perception.

We also explored to what extent auditory-visual p-center alignment influenced performance by varying the timing of when this information was presented. It is important to note that we did not manipulate the asynchrony between auditory and visual modalities, but instead modified the time instant at which the visual signal is made available. Finally, focussing on the temporal structure also raises the question of whether the temporal information alone could be beneficial. To test this, we contrasted a natural moving face with an abstract visual signal, composed of a styled moving shape following the same temporal structure. Here, a previous study [30] found that presenting an abstract signal composed of the equivalent of the lip area was not sufficient to provide a speech processing benefit in noise.

The remainder of the paper is organised as follows: in Section 2 we describe how the stimuli were constructed, the experimental design and the data collection. We present an analysis of listeners’ responses in Section 3 and discuss the results in Section 4 before concluding in Section 5.

2. Methods

2.1. Stimuli

Auditory-visual recordings of IEEE sentences [31] were taken from the MAVA corpus [32]. A typical sentence of that material consists of five monosyllabic keywords, with its ending mildly predictable from its beginning, as in ‘The latch on the back gate needs a nail’ (keywords in bold). The first 165 sentences of the corpus with a minimum of 5 keywords was selected, and an additional 14 sentences were used for practice and catch trials (see section 2.3). Catch trials were constructed to ensure that participants would pay attention to the visual modality. They were constructed by overlaying a red cross in the upper right corner of the video for the second half of the duration of the video, with the exception of the last frame. Annotation of stressed vs. unstressed syllables were manually checked and auditory p-centers were taken as the vowel onset of the stressed syllable, manually verifying for each sentence that this characterisation captured the rhythm of the sentence. Table 1 summarises some key features of the test sentences.

The visual mask function was defined as 200 ms hanning windows centered around anchor points with a maximum value of 1 at these time points, and 0 elsewhere else. Figure 1 shows a visual mask function with two different alignments for an example sentence.

Table 1: Mean (SD) descriptive parameters per sentence (N=165). ISI is the mean inter-stressed syllables interval.

<table>
<thead>
<tr>
<th>N words</th>
<th>N keywords</th>
<th>duration (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.0 (1.2)</td>
<td>5.0 (0.0)</td>
<td>2.2 (0.2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>N syllables</th>
<th>N stressed syll.</th>
<th>ISI (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9.0 (1.2)</td>
<td>5.1 (0.3)</td>
<td>402 (54)</td>
</tr>
</tbody>
</table>

In addition to an auditory-only control condition (baseline) that consisted of a static video frame, the visual modality consisted of two types of presentation (natural and abstract).

Video sequences for the natural condition were obtained as follows. First, videos were converted to grayscale in order to minimise the general visual impact of varying the transparency. Then, a full opacity baseline value was set on a sentence basis as the mean grayscale value of the video file. Final stimuli were obtained by applying the visual mask frame-by-frame, resulting in full transparency at auditory p-centers and full opacity elsewhere.

Video sequences for the abstract condition consisted of a time-varying visual shape representing a stylised impulse, whose height was determined by the visual mask function. For both the natural and abstract conditions, the alignment of the visual mask was explored by varying the location of the visual mask anchor points in relation to the auditory p-centers. Alignment values ranged from –200 to 200 ms in 100 ms steps. Taken altogether, they were 11 conditions: 1 auditory-only control condition (Ctrl.), 5 natural conditions (N_−200, N_−100, N_0, N_100, N_200) and 5 abstract conditions (A_−200, A_−100, A_0, A_100, A_200). Figure 2 presents a frame-by-frame comparison between natural and abstract conditions for a 200 ms extract of the example sentence.

Figure 1: Visual mask function for the sentence. The latch on the back gate needs a nail. Top panel: Black line: visual mask function aligned to the auditory p-centers (vertical red lines). Gray line: visual mask function aligned to –200 ms prior to auditory p-centers. (Remaining three alignment conditions not shown). Bottom panel: spectrogram.
The auditory signal, common for all video sequences, was obtained by mixing the recording of the spoken sentence with speech shape noise (SSN) of the talker at a signal-to-noise ratio of −3 dB, a value chosen to target around 50% correct responses. SSN was constructed by filtering white noise with 200 LPC coefficients taken from the long-term average speech spectrum computed on a concatenation of all sentence recordings of the talker. RMS energy of sentence-plus-noise mixtures were individually adjusted to a fixed value of 0.04. Catch trial sequences for non-auditory-only stimuli were constructed by overlaying a red cross on the top right corner of the video frame for the second half of the duration of the sequence. All stimuli were generated offline and played back in a predetermined order (see section 2.3).

2.2. Participants

Forty-two participants were recruited through the Western Sydney University participant pool system and through personal acquaintances. University students received course credit for their participation, distant acquaintances received 15 AUD for their participation and close acquaintances received no remuneration. All participants provided informed consent, and all research procedures were approved by the Human Research Ethics Committee of Western Sydney University under the reference H9495. Data from 11 participants were discarded following screening for non-native language (2 participants), hear screening (2 participants) and performance-based exclusion criteria (7 participants, see section 2.3), leaving 31 participants (7 males) with mean age of 29.2 (SD = 12.5) for further analysis.

2.3. Procedure

Participants were tested individually and were seated in a sound attenuated booth in front of a computer screen, where they were presented with online instructions. The experiment was run on MacBook Pros running Psychtoolbox [33]. Auditory-visual speech-plus-noise mixtures were presented in blocks and participants had to type what they heard. The experiments were self-paced, and participants could take a break after each block. Participants had to type what they heard. The experiments were individually adjusted to a fixed value of 0.04. Catch trial sequences for non-auditory-only stimuli were constructed by overlaying a red cross on the top right corner of the video frame for the second half of the duration of the sequence. All stimuli were generated offline and played back in a predetermined order (see section 2.3).

3. Results

Participants’ responses were automatically scored, discarding non keywords and accounting for common spelling mistakes. Figure 3 shows the mean proportion of correct keyword per condition.

We fitted a generalised linear mixed model to examine the effect of the visual modality and alignment on recognition scores (R package lme4, [34]). All conditions were flattened as a single fixed effect factor with 11 levels and intercept for participant and sentence were taken as random effects. Random effects standard deviation for participant and sentence were 0.42 and 1.18 respectively. We then ran simultaneous tests for general linear hypotheses (function glht () ), specifying a contrast matrix for comparing different conditions and condition groups. Results of the simultaneous multiple comparisons are shown in Table 2.

Table 2: Output of the simultaneous multiple comparisons on the generalised linear mixed model.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Estim.</th>
<th>Std. Err.</th>
<th>z</th>
<th>p</th>
<th>sig.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abst., Ctrl.</td>
<td>0.34</td>
<td>0.050</td>
<td>6.9</td>
<td>&lt; 0.001</td>
<td>***</td>
</tr>
<tr>
<td>Nat., Ctrl.</td>
<td>0.73</td>
<td>0.050</td>
<td>14.5</td>
<td>&lt; 0.001</td>
<td>***</td>
</tr>
<tr>
<td>Nat., Abst.</td>
<td>0.39</td>
<td>0.030</td>
<td>13.0</td>
<td>&lt; 0.001</td>
<td>***</td>
</tr>
<tr>
<td>A-200, Abst.</td>
<td>0.03</td>
<td>0.051</td>
<td>0.5</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>A-100, Abst.</td>
<td>0.08</td>
<td>0.051</td>
<td>1.5</td>
<td>0.782</td>
<td></td>
</tr>
<tr>
<td>A0, Abst.</td>
<td>−0.03</td>
<td>0.052</td>
<td>−0.5</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>A100, Abst.</td>
<td>0.01</td>
<td>0.051</td>
<td>0.1</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>A200, Abst.</td>
<td>−0.08</td>
<td>0.051</td>
<td>−1.6</td>
<td>0.713</td>
<td></td>
</tr>
<tr>
<td>N-200, Nat.</td>
<td>−0.08</td>
<td>0.053</td>
<td>−1.5</td>
<td>0.779</td>
<td></td>
</tr>
<tr>
<td>N-100, Nat.</td>
<td>0.10</td>
<td>0.054</td>
<td>1.8</td>
<td>0.544</td>
<td></td>
</tr>
<tr>
<td>N0, Nat.</td>
<td>−0.01</td>
<td>0.053</td>
<td>−0.2</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>N100, Nat.</td>
<td>−0.01</td>
<td>0.053</td>
<td>−0.3</td>
<td>1.000</td>
<td></td>
</tr>
<tr>
<td>N200, Nat.</td>
<td>0.01</td>
<td>0.053</td>
<td>0.1</td>
<td>1.000</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 confirms what is visually apparent from Figure 3. Keywords in all abstract conditions were significantly better identified than keywords in the auditory-only control condition, keywords in the natural conditions were significantly better identified than keywords in the control condition, and keywords in the natural conditions were significantly better identified than keywords in the abstract condition (Table 2, row 1, 2 and 3 respectively). Further comparisons between performance in individual natural [resp. abstract] conditions and all other natural [resp. abstract] conditions did not result in significant differences (Table 2, remaining rows).

In summary, while the type of the visual modality had a clear influence on the recognition scores, the temporal alignment of the visual cue relative to the auditory p-center did not.

4. Discussion

The results showed that the visual benefit was robust across each visual presentation condition and across presentation time. A common result in studies looking at the relative timing between the auditory and visual modalities is the relative tolerance of auditory-visual perception to variations of timing (within a certain range of values, the so called window of integration). Within the window of integration, typically 50 ms audio-lead to 200 ms video-lead, discrimination of stimulus order is difficult, and a visual benefit is found. As proposed by [20], relative timing may not be so important to any benefit, but rather benefit is more to do with the visual informational content of
the speech. This proposal is consistent with what was observed in the current study, i.e., there was a visual benefit regardless of when the visual information was presented. The current results are also consistent with a classic study [35] that found a benefit of a visual cue for CVC recognition despite a 1.6 s delay. In fact, the perceptual system seems to be flexible enough to recruit distant information, provided the coherence between modalities has been established. Given the block design of the current study, with a fixed alignment value during each block, it could be the case that global timing recalibration processes are at play, whereby the association with the modalities can extend beyond the integration window. It therefore remains an open question as to what the limits of this distant integration may be.

Another possible reason for the relative stability of recognition across different alignment values concerns the type of material used here. Although keywords were only mildly predictable from each other, relevant visual and auditory cues in one location may have favoured recognition in other locations.

A surprising result of the current study was the robust benefit associated with the abstract visual modality, across the different alignment values. Indeed, a previous study did not find a benefit of an abstract representation of the temporal structure to speech perception in noise [30]. Since the only information contained in this visual signal was speech rhythm, the facilitation points to the important role of p-centers in auditory-visual perception. The facilitation also suggests that in the natural condition, there is an additional benefit for speech perception in noise beyond merely seeing the state of the talker’s articulators.

5. Conclusions

We showed that making available the timing structure of a spoken utterance is beneficial. The benefit is largely independent of the precise auditory-visual timing alignment. The benefit is even present (although to a lesser degree) when the temporal information is abstract.

6. Acknowledgements

The research leading to these results was partly funded by the Australan Research Council under grant agreement DP130104447. Author VA also acknowledges support from the European Research Council under the European Community’s Seventh Framework Program (FP7/2007-2013 Grant Agreement no. 339152, “Speech Unit(e)s”, J.-L. Schwartz PI).
7. References


